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**Research Goal**

The experiment evaluates two major research questions:

1. What material of the football and method of causing the football to travel will lead to the football traveling the farthest distance?
2. Are the method of causing the football to travel and the material of the football significantly different?

**Dataset Information**

There are 12 data points in the data set. The input variable material of football and method of traveling are 2 levels and nominal. The output variable is continuous because the football can travel any distance within any range. The larger output values, or response values, are better because we want the football material and method that makes the football travel the farthest.

**Data Exploration**

A table was used to represent the dataset, and from Table 1, a test statistic is used to reject or not reject the null hypothesis. The null and alternative hypotheses for the experiment are the following:

Part 1: T-Test

H01: The average distance a person can cause a football to travel is 150 ft.

Ha1: The average distance a person can cause a football to travel is not 150 ft.

Part 2: ANOVA

H02: The average maximum distance the football can travel is not affected by the method of making the football travel or the material of the football.

Ha2: The average maximum distance the football can travel is affected by the method of making the football travel or the material of the football.

When using the normal probability plot, it can be seen, in Figure 1, that the output variable comes from a normal distribution.

**Model and Method**

Data for this experiment was analyzed using RStudio. For Part 1, a t-test shown in Code 1 of the appendix was used to reject the null hypothesis. Since the p-value is 0, the null hypothesis was rejected and the true average a person can make a football travel is most likely not 150 ft. For Part 2, a two-way ANOVA model shown in Code 2 and Code 3 was used to compare the two input variables and analyze the data.

**Main Results**

By running the ANOVA analysis, the results are shown in Code 2 and 3. The results of the Tukey method are shown in Code 4. Using the adjusted p-values in the Tukey method and comparing it to the alpha value 0.05, it can be concluded that the effects of the control variable are not different since both p-values are greater than 0.05. This analysis helps with Part 2 and shows the null hypothesis is not rejected.

**Model Diagnostic**

The diagnostic procedures can be seen in Code 5.

**Model Comparison/Selection**

A regression model was used on the dataset via function lm() in RStudio. From lm() shown in Code 6, the p-values for ControlVariable1 is 0.0636 and for ControlVariable2 is 0.2473, which means ControlVariable1 has a 6.36% chance of being not meaningful and 24.73% chance for ControlVariable2. As a result, these variables are most likely not useful for the model. Also, the R2 values are low so the model can only explain little of the data variability.

**Summary**

To conclude, the null hypothesis was rejected in Part 1 due to the t-test, but the null hypothesis in Part 2 was not rejected based on the Tukey method. However, using a regression model proved that the variables used in the experiment were not meaningful to the model. Therefore, further adjustments to the experiment are needed for improvement.